
House Price Prediction in Atlanta 

 

Objectives  

(Q1 in Heilmeier questions)  

 

Motivated by various applications in the real estate market, this project aims at developing a novel 

predicting model for house price prediction in Atlanta. This model will be implemented in a web 

application to serve as a functional additive tool in the prediction of future housing prices and the 

establishment of real estate policies. 

 

Literature Review  

(Q2) 

 

The modeling of house price can start with linear models. Two common methods for calibrating 

linear regression are least squares estimation (LSE) or maximum likelihood estimation (MLE) [1]. 

House price depends on both location and time. Spatial effects include two parts, spatial 

dependence and spatial heterogeneity. For spatial effects, locations are grouped into sub-regions 

[2]. STAR model [3], which is based on Hedonic regression and considers the spatial and temporal 

factors, could perform better than ordinary least square model [3]. 

The hedonic pricing models, which are commonly used to estimate house prices, regard each house 

as integrated goods of bundles of attributes. By estimating the value of each attribute embodied 

and employing regression analysis, the total property value can be estimated [4]. This model can 

reveal the effects of attributes in the house price changes. However, one limitation of this method 

is that it is hard to efficiently capture the independent variables. To improve the prediction 

accuracy, more recent studies have applied machine learning approaches to build hedonic models 

and select independent variables [5-7], which provide a guide for this project. 

The study of house price is also dependent on the commuting cost. One classical model is standard 

urban model (SUM), which assumes one center for a city and correlate the house price with the 

distance to the center of the city [8]. Larger cities have higher house price volatility due to lower 

elasticity of resources and there is higher spatial heterogeneity for the submarkets in larger cities 

[9]. In suburban regions, the house supply has high elasticity and the price tends to be stationary 

[10]. In this project, the goal is to predict house price in Atlanta, which is expected to have high 

price volatility. To have an accurate prediction, as mentioned earlier, it is necessary to have a 

proper submarket grouping, assuming that the house supply is consistent in each submarket.  

House prices might vary even under the same conditions. Thus fuzzy linear regression is 

introduced to handle the fuzziness of such systems[11]. Peters [12] improved this model by 

introducing fuzzy intervals to ensure algorithm’s robustness even with outlier. Gerek [13] proposes 

an adaptive-fuzzy inference system (ANFIS) for house price forecasting in which the fuzzy-based 

models are constructed by implementing the grid partition and subtractive clustering identification 

approaches. 

A variety of machine learning algorithms are proposed to develop a prediction model for housing 

prices. Park and Bae [14] studied development of housing price prediction models with four 

classifier methods; C4.5, RIPPER, Naïve Bayesian, and AdaBoost. 



Support vector machine (SVM) is another machine learning technique for problems with limited 

sample learning and nonlinear relation. Wang et al. proposed a real estate price predicting model 

based on particle swarm optimization (PSO) and SVM to describe the real estate price prediction 

model as a mathematical mapping problem on pattern matching [15]. 

The house price prediction model can be implemented in a location-based recommendation system 

(RS). Such system provides predicted values based on location information and hence increases 

the accuracy. Major steps for establishing the system include determining the locations, as well as 

concerned variables of spots near the location, performing collaborative filtering on the spots, and 

giving predictions based on results [16]. Park et al. [17] developed a RS taking in spatial variation 

using Bayesian Network [18, 19] which can efficiently provide the conditional probability 

distributions of results. 

All the above-mentioned references are related to this project since they address various aspects 

of the objectives. 

 

Approach 

 (Q3) 

 

A novel comprehensive model will be proposed in this project to take some additional parameters, 

such as crime rate and neighborhood amenities, into account for house price prediction, and 

implemented as a web application.  

 

Accordingly, proper machine learning libraries will be used to develop the back-end in Python. 

Data are obtained from various sources like Kaggle. Further data scraping is needed to gather sale 

prices and property locations by using Zillow and Google map API. OpenRefine will be used for 

data cleaning. As the user interface for this web application, a front-end will be developed in 

HTML, CSS, and JavaScript, with D3 used for visualizing the outputs. Back-end will be developed 

in Flask. 

 

This combination can serve as coherent prediction tool. 

 

Applications  

(Q4, Q5) 

 

The deliverable web application can be very useful for a wide range of stakeholders in Atlanta real 

estate market including real estate agents, appraisers, policy makers, mortgage lenders, investors, 

property developers, and existing and potential homeowners. Such tool will reduce the amount of 

manual works for users who consider buying or selling a house and want to consider more details 

in their predictions. 

  

Challenges  

(Q6, Q7, Q8) 

 

Risks: The risks include failure in gathering proper data and the over-fitting issues. The potential 

problems in employing Google API may slow down the progress. 

 



Payoffs: A successful product can be offered to available price predicting systems or launched as 

an independent house price predicting tool for commercial purposes. 

 

Costs & Time: It is anticipated that by spending 300 man-hours.  

 

Evaluation 

(Q9) 

 

To evaluate the back-end and proposed predictive model, cross validation approach will be 

employed in this project. The front-end will be continuously tested to ensure the desirable 

performance.  

 

Schedule and Work Distribution 

  

 Group Member Responsibilities Time (hour) 

1 Zichen Wang Machine Learning 60 

2 Wenqing Shen ML Implementations 40 

3 Yixing Li Back-end 60 

4 Dong Gao Data Cleaning, Scraping 40 

5 Xiangyi Yan Data Visualization 40 

6 Shahrokh Shahi Front-end 60 
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